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Abstract
Introduction  The integration of Artificial Intelligence (AI) and Machine Learning (ML) 
is transforming public health by enhancing the assessment and mitigation of health 
inequities. As the use of AI tools, especially ML techniques, rises, they play a pivotal role 
in informing policies that promote a more equitable society. This study aims to develop 
a framework utilizing ML to analyze health system data and set agendas for health 
equity interventions, focusing on social determinants of health (SDH).

Method  This study utilized the CRISP-ML(Q) model to introduce a platform for health 
equity assessment, facilitating its design and implementation in health systems. Initially, 
a conceptual model was developed through a comprehensive literature review and 
document analysis. A pilot implementation was conducted to test the feasibility and 
effectiveness of using ML algorithms in assessing health equity. Life expectancy was 
chosen as the health outcome for this pilot; data from 2000 to 2020 with 140 features 
was cleaned, transformed, and prepared for modeling. Multiple ML models were 
developed and evaluated using SPSS Modeler software version 18.0.

Results  ML algorithms effectively identified key SDH influencing life expectancy. 
Among algorithms, the Linear Discriminant algorithm as classification model was 
selected as the best model due to its high accuracy in both testing and training phases, 
its strong performance in identifying key features, and its good generalizability to new 
data. Additionally, CHAID in numeric models was the best for predicting the actual 
value of life expectancy based on various features. These models highlighted the 
importance of features like current health expenditure, domestic general government 
health expenditure, and GDP in predicting life expectancy.

Conclusion  The findings underscore the significance of employing innovative 
methods like CRISP-ML(Q) and ML algorithms to enhance health equity. Integrating 
this platform into health systems can help countries better prioritize and address 
health inequities. The pilot implementation demonstrated these methods’ practical 
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Introduction
Health equity and Social Determinants of Health (SDH) play an overriding role in pub-
lic health [1–3]. Health inequities arising from social injustices are preventable, under-
scoring the importance of addressing upstream SDH to improve population health and 
equity. Evaluating health equity ensures improved life expectancy and healthier lives for 
everyone, regardless of socioeconomic status. Understanding the connections between 
various SDH and health outcomes is necessary to develop helpful interventions and pro-
grams. This approach fosters the development of strategic policies to tackle the funda-
mental causes of health inequities and facilitate sustainable improvements in population 
health [1, 2].

AI tools are being extensively developed and can be utilized to adopt policies aimed at 
creating a more equitable world, as well as for controlling and managing various prob-
lems [4–6]. Moreover, AI tools play a significant role in achieving health-related Sus-
tainable Development Goals (SDG), Universal Health Coverage (UHC) [7], reducing 
social and economic disparities, and improving health outcomes [8] particularly within 
high-income countries [7]. The importance of advances in AI tools to reduce poverty 
and improve public services has been gaining attention in recent international meetings 
and assemblies [7].

Within AI, ML is a powerful tool that allows systems to plan and make decisions based 
on data and past experiences without the need for explicit programming [9]. ML, as a 
branch of AI, can be utilized to improve health systems’ function through hypothesis 
generation and testing and uncovering data trends [6]. The term “ML” refers to a diverse 
array of models and techniques focused on algorithmic modeling [10]. It can be cate-
gorized into three main groups: supervised learning (using known patterns in training 
data), unsupervised learning (finding new patterns in data), and reinforcement learning 
(using rewards and punishments in a dynamic environment) [7]. The application of ML 
to health data modeling is becoming increasingly common, offering significant advance-
ments in our understanding of health and potential interventions [10]. These methods 
surpass traditional capabilities by integrating mathematics, statistics, and computer 
science, driving the development of advanced computational systems [11]. Develop-
ing curated data and the capacity to manage strategic changes is a fundamental step to 
leveraging AI and ML. ML has the potential to inform more equitable health interven-
tions by analyzing datasets without prior assumptions and uncovering patterns. Thus, it 
can help identify and address disparities in health outcomes [6, 7].

Studies have shown that AI tools can identify gender disparities in finance, health-
care, human development, psychology, security, equity, and socio-cultural aspects 
[12]. Creative applications of AI can be deployed to track equity among marginalized 
populations, such as people with disabilities, ultimately supporting advocacy for these 
groups [13]. AI technologies can also identify racial subgroups suffering from inequity 
[14]. Various health indicators can be assessed and monitored using these methods, and 

applicability and effectiveness, aiding policymakers in making informed decisions to 
improve health equity.
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inequalities can be measured for them. One of the most important of these indicators is 
life expectancy, which is considered a key metric for evaluating health systems.

Life expectancy, the average number of years a person is expected to live from birth 
to death, is a key indicator for assessing human health. It also comprehensively mea-
sures economic development, education, and health systems. Most existing studies focus 
on qualitative analyses of one or a few factors, needing more quantitative analyses of 
multiple factors. This gap makes it difficult to identify the predominant factor influenc-
ing life expectancy precisely. Given the various conditions and complications current in 
the society today, many factors must be considered to predict life expectancy accurately. 
Consequently, various ML models have been developed to address this need [3]. Given 
the importance of utilizing cutting-edge sciences and ML algorithms to predict and 
interpret accessible data to overcome challenges and complex problems, the vital role of 
AI and ML has become evident.

By employing advanced ML algorithms, this research aims to uncover deeper insights 
into the factors contributing to health inequities. These insights are essential for inform-
ing policy recommendations that effectively target interventions and promote equitable 
health outcomes. Specifically, the study focuses on the applicability of various ML algo-
rithms in assessing health equity related to SDH. To guide this exploration, we pose two 
critical research questions: How can ML algorithms be utilized to set the agenda for 
health equity based on SDH? Which ML algorithms, as a pilot, accurately identify the 
SDH that influences life expectancy and assist in prioritizing health equity interventions?

Through addressing these questions, this study seeks to contribute to the growing 
body of knowledge on the intersection of ML and public health, ultimately paving the 
way for more informed and equitable health policies.

Method
Accordingly, this study used the CRISP-ML(Q) (Cross-Industry Standard Process for 
Machine Learning with Quality Assurance) method. This iterative approach allows for 
backtracking to earlier phases at each level of the investigation. This method encom-
passes six phases, from scope definition to deployment application maintenance, and 
integrates quality assurance methodologies to address ML development challenges [15].

Although ML is widely used in various fields, a standard process model must be used 
to enhance the success and efficiency of ML applications. Meanwhile, the outcomes of 
ML initiatives can be evaluated at three levels: business success, ML success, and eco-
nomic success.

CRISP-ML(Q) method phases

The six steps of CRISP-ML(Q) were applied in this study. Monitoring and maintenance 
were not performed due to the study’s limited scope. Future work can include these 
aspects to ensure long-term performance [15].

Business and data understanding

A conceptual model was developed based on a desk review and document analysis, vali-
dated by the research team to define business goals and understand the available data. 
A variety of key documents were reviewed in this study. Including laws, development 
plans, and health-related frameworks from the Islamic Republic of Iran (Supplementary 
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File 1). Additionally, relevant data from 2000 to 2020 was collected from the Global 
Health Observatory, World Bank, and WHO EMRO.

Data preparation

Clean, transform, and prepare data for modeling. The analysis was conducted using 20 
years of data, with each year comprising 140 different features collected from a variety 
of sources. Prior to model development, a thorough data preprocessing procedure was 
implemented. This phase involved meticulously filling in any missing data points and 
then employing feature engineering methods to significantly reduce the dimensionality 
of the dataset. Life expectancy was selected as the health outcome in this study. Prepro-
cessing included deleting variables with inadequate data, removing missing data using 
the Missing Data Handling option in SPSS Statistics under the Transform menu. Missing 
values in each feature were imputed using a linear trend interpolation method, account-
ing for the temporal sequence of the time-series data across multiple years. This method 
uses a straightforward regression model where the variable containing missing values 
functions as the dependent variable and the case sequence number (representing years) 
serves as the independent variable.

A feature selection process, using SPSS Modeler, was conducted to identify a subset of 
140 features, selecting only the most pertinent and non-redundant variables. Employ-
ing statistical analysis, the study examined correlations and other univariate measures 
related to the dependent variable of life expectancy. Variables exhibiting strong, signifi-
cant correlations with life expectancy were kept; those with weak or redundant associa-
tions were excluded. The importance of the selected features was assessed to ensure that 
the preserved variables provided unique and valuable contributions, minimizing redun-
dancy. Feature engineering techniques decreased the number of features from 140 to 20, 
resolving high dimensionality relative to the sample size. This reduction enhanced com-
putational efficiency, mitigated overfitting, and improved the generalizability of machine 
learning models.

Modeling

Because of the continuous distribution of life expectancy, we investigated the issue from 
two different viewpoints. Employing regression, our “numeric models” approach treated 
life expectancy as a continuous variable for direct estimation. The second method 
involved discretizing the continuous life expectancy data, converting the solution of 
problem into “classification models”. The life expectancy values were categorized into 
three distinct groups: the first category includes values greater than or equal to 69 and 
less than 72, the second category includes values greater than or equal to 72 and less than 
75, and the third category includes values greater than or equal to 75 and less than 78. 
The dual perspective facilitated the precise numerical estimation of life expectancy and 
its stratification into meaningful categories to enhance decision-making. SPSS AutoML 
uses an automated procedure to systematically assess a diverse array of algorithms, using 
key performance indicators, such as accuracy, which is evaluated via cross-validation. 
Employing AutoML in SPSS Modeler, regression, CHAID, and generalized linear models 
proved to be the optimal numeric predictors of life expectancy. Within the classifica-
tion domain, automated machine learning (AutoML) selected Discriminator, Logistic 
Regression, and Bayesian Network algorithms as the highest-performing models.
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Evaluation metrics

To ensure the accuracy of this model, the Analyze node was used. The performance of 
the predictive models is evaluated using various metrics depending on the type of mod-
els. Two primary categories of metrics are.
*From a numerical modeling standpoint, we use the following metrics:
(1) Minimum Error and (2) Maximum Error that represent the smallest and largest dis-
crepancies between predicted and observed values. This analysis reveals the optimal and 
least optimal model prediction outcomes in relation to the true value.
(3) Mean Error calculates the average difference between predicted and actual values. 
While it reflects overall model accuracy, it may be biased by positive or negative errors 
in the predictions.
(4) Mean Absolute Error calculates the average of the absolute differences between the 
predicted and the actual values. In contrast to mean error, mean absolute error disre-
gards the sign of errors, providing a more direct assessment of predictive accuracy.
(5) Standard Deviation measures the variability of the prediction errors. High stan-
dard deviation signifies inconsistent model predictions, whereas low standard deviation 
denotes stable performance.
(6) Linear Correlation assesses the strength and direction of the linear relationship 
between predicted and actual values. A correlation close to + 1 means a strong positive 
relationship, while values close to 0 suggest no linear relationship.
For classification models, which predict the categorical outcome for life expectancy the 
Coincidence Matrix (also known as the Confusion Matrix) is used to evaluate the per-
formance. The Coincidence Matrix provides detailed information on the true positives, 
true negatives, false positives, and false negatives, enabling a more thorough analysis of 
the model’s classification accuracy. Number of correctly predicted (Correct) and incor-
rectly predicted (Wrong) values are the other utilized metrics. These metrics reflect 
the number of samples where the model’s predicted value for life expectancy category 
exactly matched the true value (Correct) or deviated from it (Wrong).

Reporting the 95% Confidence Interval (CI) for training and testing results ensures 
the robustness and reliability of the model’s performance metrics. CI provides a range 
within which the true value of a metric is likely to fall, accounting for variability in the 
data. To enhance statistical rigor, the models were run 10 times with different data splits, 
and the results were aggregated to calculate the CIs. This process demonstrates that the 
reported performance metrics are not artifacts of random fluctuations and are represen-
tative of the model’s generalizability.

Deployment

Deploy the model into a production environment. Since this study focused on devel-
oping and evaluating the pilot model, the deployment phase was not included. Future 
research can consider deployment and operationalization [15].

Monitoring and maintenance

Continuously track the model’s performance and make necessary updates. Continuously 
track the model’s performance and make necessary updates. Future research can con-
sider deployment and operationalization. These two phases should be prioritized as part 
of the final platform model’s development agenda. Using machine learning to reduce 
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health inequities requires robust infrastructure development to support these phases. 
By focusing on deployment and maintenance, future efforts can ensure the long-term 
effectiveness and sustainability of the machine learning models in addressing health 
disparities.

Results
The results of this study are presented in three main sections: (1) Equity indicators in 
Upstream Documents and review, (2) ML-based framework for inequity assessment, 
and (3) Pilot implementation of the framework.

Equity indicators in upstream documents and review

After extracting the components through the upstream documents and desk review 
analysis, they were categorized and reported according to Fig. 1 (a complete list of indi-
cators is provided in Appendix 1).

This framework integrates the six building blocks of the health system and Pickett’s 
model of equity. The categorized indicators provide a comprehensive view of equity 
across health system dimensions.

ML-based framework for inequity ASSESSMENT

The proposed model (Supervised type) suggests the necessary data repositories for ML-
based equity calculations. Based on the framework for ML analysis, there is a need for 
databases related to health outcomes and SDH, including data related to equity (Fig. 2).

This table outlines the necessary components for an inequity assessment framework 
using machine learning (ML):

Health Outcomes Repository: Includes data on life expectancy and various mortality 
rates (e.g., mental disorders, chronic respiratory diseases, cancer, infant mortality, car-
diovascular diseases, traffic accidents, pregnant women, children under five, communi-
cable and non-communicable diseases, diabetes).

SDH and Healthcare Data Repository: Contains data on healthcare provision and 
social determinants of health.

Equity Data Repository: Includes data on various demographic and social groups (e.g., 
racial and ethnic groups, gender, indigenous populations, age, color, wealth, disability, 
gender identity, sexual orientation, religion, nationality, identity, social class).

Fig. 1  Equity indicators framework based on Upstream Documents and review
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Pilot implementation of the framework

A pilot implementation of the framework was conducted to test the feasibility and effec-
tiveness of using ML algorithms in assessing health equity. Life expectancy was chosen 
as the health outcome (as the target). This section is divided into two main parts: clas-
sification and numeric. The classification part includes algorithms such as Regression, 
CHAID, and Generalized Linear, while the numeric part includes algorithms such as 
Linear Discriminant, Logistic Regression, and Bayesian Network.

Feature selection analysis

This analysis helps identify key features that should be considered in the modeling pro-
cess to improve the accuracy of predictions. The important features identified can be 
used as primary inputs in machine learning models to provide more accurate predic-
tions of life expectancy as shown in Table 1.

These include risk of catastrophic expenditure for surgical care, social insurance 
contributions, domestic general government health expenditure per capita, and other 
health-related expenditures. These features directly impact life expectancy and are used 
in the modeling process.

Numeric models

The numeric models were used to predict value of data based on the selected features. 
The following algorithms were then applied: Regression, Generalized Linear Models and 
CHAID. The performance of these numeric algorithms is evaluated, demonstrating their 
ability to accurately predict the value of life expectancy.

Regression algorithm analysis

The Regression algorithm was used to analyze the data based on the selected features. 
The performance of the Regression algorithm was evaluated using various metrics, as 
Table  2 shows that despite good performance on training data we have MAE on test 
dataset is 3.48, with 95% Confidence Interval including CI for train (0.00,0.00) and CI for 
test (0.78,6.18), indicating that the true MAE value is likely to fall within this range.

Fig. 2  Inequity assessment framework using ML

 



Page 8 of 17Ramezani et al. BioData Mining           (2025) 18:14 

Generalized linear algorithm

This algorithm assumes that the target value (life expectancy) is generated from normal 
distribution. The hyper-parameters for out experiments are: Scale parameter method: 
Maximum likelihood estimate, Maximum iterations: 100, Singularity tolerance: 1E-007, 
Link function: Identity. Results in Table 3 demonstrates that its assumptions are unsuit-
able for the present dataset. The 95% Confidence Interval for train is (0.00,0.00) and for 
test is (− 0.07,8.25).

Table 1  Feature selection analysis
Field
Risk of catastrophic expenditure for surgical care of people at risk
Social insurance contributions
Domestic general government health expenditure per capita PPP current
Risk of impoverishing expenditure for surgical care of people at risk
Current Health Expenditure CHE
Current health expenditure of GDP
Domestic general government health expenditure of GDP
Out of pocket expenditure of current health expenditure
Social Health Insurance SHI as of Current Health Expenditure CHE
Gross Domestic Product GDP
Current health expenditure per capita PPP current international
General government expenditure GGE
Domestic Private Health Expenditure PVTD
Domestic Private Health Expenditure PVTD as Current Health Expenditure CH
Domestic General Government Health Expenditure GGHED as Current Health Ex
Household out of pocket payment
General Government Expenditure GGE as Gross Domestic Product GDP
Domestic private health expenditure per capita PPP current internation
Out of pocket expenditure per capita PPP current international
GDP per capita PPP current international

Table 2  Performance of regression algorithm model
Performance Metrics Testing Training
Minimum Error -3.875 -0.0
Maximum Error 7.093 0.0
Mean Error -0.134 0.0
Mean Absolute Error 3.48 0.0
Standard Deviation 4.359 0.0
Linear Correlation -0.132 1.0
Minimum Error -3.875 -0.0

Table 3  Performance of generalized linear algorithm model
Performance Metrics Testing Training
Minimum Error -3.375 -0.0
Maximum Error 14.242 0.0
Mean Error 0.876 -0.0
Mean Absolute Error 4.089 0.0
Standard Deviation 6.709 0.0
Linear Correlation -0.559 1.0
Minimum Error -3.375 -0.0
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CHAID algorithm analysis

The CHAID (Chi-squared Automatic Interaction Detector) algorithm was used to ana-
lyze the data based on the selected features. The most important feature identified by 
the CHAID algorithm is domestic general government health expenditure as a percent-
age of current health expenditure, followed by current health expenditure per capita and 
domestic private health expenditure per capita. These features play a significant role in 
predicting life expectancy. The performance of the CHAID Algorithm was evaluated 
using various metrics, as shown in Table  4. The 95% Confidence Interval for train is 
(0.00,0.00) and for test is (0.01,1.59).

The CHAID algorithm demonstrated exceptional performance in both the testing and 
training phases. The linear correlation values of 1.0 and 0.935 in train and test partitions 
indicate a perfect correlation between the predicted and actual values. The mean abso-
lute error values of 0.8 suggest that the model’s predictions are extremely close to the 
actual values.

Overall, in numeric view, the CHAID algorithm demonstrated outstanding perfor-
mance in predicting the value of life expectancy based on the selected features. The per-
fect linear correlation and minimal error values indicate that the model is highly effective 
in capturing the relationship between the features and the target variable.

Classification models

Linear discriminant algorithm analysis

The Discriminator algorithm was used to classify the data based on the selected features. 
The most important feature identified by the Discriminator algorithm is the current 
health expenditure, followed by domestic general government health expenditure as a 
percentage of current health expenditure, and domestic private health expenditure as a 
percentage of current health expenditure. These features play a significant role in pre-
dicting life expectancy.

The performance of the discriminator algorithm was evaluated using various metrics, 
as shown in Tables 5 and 6. The train 95% Confidence Interval is (100%,100%) and the 
test CI is (100%,100%).

This table shows the accuracy of the Linear Discriminant model on both the testing 
and training datasets.

Table 4  Performance of CHAID algorithm model
Performance Metrics Testing Training
Minimum Error -0.5 0.0
Maximum Error 2.9 0.0
Mean Error 0.633 0.0
Mean Absolute Error 0.8 0.0
Standard Deviation 1.282 0.0
Linear Correlation 0.935 1.0
Minimum Error -0.5 0.0

Table 5  Linear discriminant accuracy
Testing Accuracy Training Accuracy

Correct 5 100% 16 100%
Wrong 0 0% 0 0%
Total 5 100% 16 100%
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This table presents the confusion matrix of the Linear Discriminant model’s classifica-
tion results for both the testing and training datasets.

Overall, the Discriminator algorithm demonstrated strong performance in classifying 
the data and identifying key features that impact life expectancy.

Logistic regression algorithm analysis

The Logistic Regression algorithm was used to classify the data based on the selected 
features. The most important feature identified by the Logistic Regression algorithm is 
GDP per capita growth annual, followed by GDP per capita PPP current international, 
and current health expenditure. These features play a significant role in predicting life 
expectancy. The train 95% Confidence Interval is (87.45%,87.55%) and the test CI is 
(79.86%,80.14%).

The performance of the logistic regression algorithm was evaluated using various met-
rics, as shown in Tables 7 and 8.

This table shows the accuracy of the Linear Discriminant model on both the testing 
and training datasets.

This table presents the confusion matrix of the Linear Discriminant model’s classifica-
tion results for both the testing and training datasets.

Bayesian network algorithm analysis

The Bayesian Network algorithm was used to classify the data based on the selected fea-
tures. The most important feature identified by the Bayesian Network algorithm is cur-
rent health expenditure, followed by domestic general government health expenditure 

Table 6  Linear discriminant confusion matrix
Testing L1 L2 L3
L1 2 0 0
L2 0 1 0
L3 0 0 2
Training L1 L2 L3
L1 7 0 0
L2 0 5 0
L3 0 0 4

Table 7  Logistic regression accuracy
Testing Accuracy Training Accuracy

Correct 4 80% 14 87.5%
Wrong 1 20% 2 12.5%
Total 5 100% 16 100%

Table 8  Logistic regression confusion matrix
Testing L1 L2 L3
L1 1 0 1
L2 0 1 0
L3 0 0 2
Training L1 L2 L3
L1 5 0 2
L2 0 5 0
L3 0 0 4
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as a percentage of current health expenditure, and domestic private health expenditure 
as a percentage of current health expenditure. These features play a significant role in 
predicting life expectancy. The performance of the Bayesian network algorithm was 
evaluated using various metrics, as shown in Tables 9 and 10. The train 95% Confidence 
Interval is (87.45%,87.55%) and the test CI is (59.79%,60.21%).

This table shows the accuracy of the Linear Discriminant model on both the testing 
and training datasets.

This table presents the confusion matrix of the Linear Discriminant model’s classifica-
tion results for both the testing and training datasets.

Linear Discriminant surpassed alternative methodologies, including Logistic Regres-
sion and Bayesian Networks, because of its inherent simplicity and efficacy with limited 
datasets characterized by many features. The data is assumed to be normally distributed, 
with all classes exhibiting equal covariance matrices. Using these assumptions serves to 
decrease model complexity and prevent overfitting, a prevalent issue when the num-
ber of features approaches the sample size. In addition, Linear Discriminant Analysis’s 
dimensionality reduction, a consequence of projecting data onto a space that optimizes 
class separability, is advantageous when data is scarce.

Discussion
Health equity can be defined as providing an equal opportunity for all individuals to 
have a healthy life. In this regard, AI has emerged as a potential tool to create the neces-
sary conditions for equitable access to health [16–18]. Therefore, health equity consid-
erations should be incorporated into AI tools modeling to ensure equal opportunity for 
everyone in terms of having a healthy life. In this study, we proposed a model capable of 
establishing an appropriate data structure for examining the impact of SDH on equity. 
Among the various models tested, the Linear Discriminant algorithm was identified as 
the best performing model due to its high accuracy, strong feature identification, and 
good generalizability.

The effective implementation of equity strategies requires various measures [19]. For 
instance, further resampling or stratification may be necessary to achieve algorithmic 
fairness in patients of multiple vulnerable groups. Moreover, to ensure accurate predic-
tions across diverse populations, the necessity of considering SDH and equity in ML 

Table 9  Bayesian network accuracy
Testing Accuracy Training Accuracy

Correct 3 60% 14 87.5%
Wrong 2 40% 2 12.5%
Total 5 100% 16 100%

Table 10  Bayesian network confusion
Testing L1 L2 L3
L1 1 0 1
L2 0 2 1
L3 0 0 0
Training L1 L2 L3
L1 5 0 0
L2 0 5 2
L3 0 0 4
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applications has been revealed [18]. CRISP-ML(Q) is a promising tool for addressing 
current challenges by covering all development phases, from project idea formulation 
to maintaining and monitoring an existing ML application. Subsequently, CRISP-ML(Q) 
includes tasks to ensure quality throughout the ML development process, making it sta-
ble and general enough to support various knowledge discovery scenarios [15].

To evaluate health equity with a focus on social determinants of health, a life course 
perspective is essential. This perspective helps us understand and interpret racial and 
ethnic patterns in neuropsychological test performance. Contextual factors shape the 
environmental conditions encountered by racial and ethnic minorities, including geo-
graphic segregation, migration patterns, socioeconomic position, discrimination, and 
group resources [20]. Employing ML techniques to forecast life expectancy offers sig-
nificant insights into the economic and health advancements of countries [11]. This 
approach ensures the development of ML tools in a method that promotes health equity 
[21]. Thus, life expectancy was selected by the panel of experts, comprising the research 
team and several specialists in the field of equity.

The Health Equity Across the AI Lifecycle (HEAAL) framework was developed to 
address the gaps in regulatory frameworks, accountability measures, and governance 
standards for AI in healthcare. HEAAL assesses five equity domains—accountability, 
fairness, fitness for purpose, reliability and validity, and transparency—across eight key 
decision points in the AI adoption lifecycle. It provides procedures for evaluating exist-
ing AI solutions and procedures for new ones, guiding healthcare organizations in miti-
gating the risk of AI exacerbating health inequities [22].

Biases in AI can perpetuate and exacerbate racial and ethnic inequities. Ensuring 
equity in algorithms should be a priority, but the lack of diversity in the AI field is con-
cerning. There is a need for regulation and rigorous testing of algorithms to ensure their 
accuracy and fairness. Ethical standards for AI in healthcare are essential, and promot-
ing transparency and accountability is crucial. To maximize the benefits of AI in health-
care, it must be approached with an equity lens during all phases of development. This 
approach can help reduce health disparities and ensure that the advantages of AI are 
distributed fairly across all population groups [23]. Additionally, regulatory strategies for 
uprooting bias in healthcare AI have been proposed to ensure ethical integration into 
health systems. These strategies emphasize the need for consensus around the regula-
tion of algorithmic bias at the policy level, highlighting three overarching principles in 
bias mitigation that map to each phase of the algorithm lifecycle [24].

The HEAL framework, designed to quantitatively assess the performance equity of 
health AI technologies, is an example of such an approach. This framework evaluates 
whether AI models prioritize performance for subpopulations with worse health out-
comes. For instance, in a case study applying the HEAL framework to a dermatology 
AI model, the HEAL metric showed that the model performed better for racial/ethnic 
subpopulations with poorer health outcomes [1]. Another study utilized the Behavioral 
Risk Factor Surveillance System (BRFSS) data to identify social determinants of health 
associated with inequities in self-rated health. This study highlighted the importance of 
using weighted logistic regression to predict health outcomes accurately, emphasizing 
the need for representative data to avoid biases [25]. MLOps (Machine Learning Opera-
tions) in healthcare is another critical area that addresses the challenges of deploying 
AI/ML tools in clinical workflows. Adherence to MLOps best practices ensures that AI/
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ML models are generalizable, integrated, and robust, which is essential for maintaining 
health equity. This includes continuous monitoring and updating of models to detect 
and mitigate fairness drift [26]. Furthermore, a framework for identifying and mitigat-
ing biases in ML models has been proposed to ensure fair and equitable outcomes in 
public health. This framework provides guidance on incorporating fairness into different 
stages of the ML pipeline, from data processing to model evaluation, to prevent system-
atic biases and promote health equity [27].

ML has demonstrated significant potential in enhancing health equity by analyzing 
large datasets to identify patterns and factors that contribute to health disparities and 
address inequalities in health outcomes [21]. Based on the analyzed studies, ML can be 
beneficial in different ways; for example, ML can be used to analyze various data derived 
from social media content and the Google search engine. Although the extra data collec-
tion and analysis accelerate this effort, experts who generate the data must comprehend 
how their data are applied in developing ML algorithms [21]. ML algorithms can identify 
at-risk populations and predict health outcomes by analyzing data from various sources, 
such as electronic health records, social media, and public health surveys. According to 
the findings, designing the targeted interventions is one of the primary applications of 
ML in promoting health equity. Therefore, AI technologies enable healthcare providers 
and policymakers to design and implement interventions based on the specific needs of 
disadvantaged communities. ML can ensure equitable resource allocation by predicting 
which areas or populations are most qualified for using the medical resources [21].

This study indicated that SDHs are predictors of health outcomes. This aligns with the 
well-established understanding that sociodemographic and socioeconomic factors are 
crucial determinants of population health [28]. This study applied a case study from a 
part of the framework to life expectancy as an important indicator, demonstrating its 
potential to encourage explicit health equity assessment with ML. These predictive mod-
els are instrumental in pinpointing specific factors that affect average life expectancy, 
thereby assisting in developing strategies for enhancement. By integrating additional 
variables into the models through an expanded dataset, the accuracy of predictions can 
be further improved. This comprehensive analysis can serve as a valuable resource for 
NGOs, corporate entities, and governmental bodies in shaping future healthcare poli-
cies and initiatives [11]. ML can be utilized to analyze various datasets, such as Google 
Trends data. By examining the popularity and frequency of specific search terms over 
time, ML can provide insights into public interest and information needs during differ-
ent phases of a pandemic. This information is crucial for informing the design and devel-
opment of effective pandemic awareness systems [29].

Despite all the potential benefits of AI in health equity, it is crucial to understand the 
challenges associated with using ML in health equity. The lack of guidance, poor data, 
and ineffective execution are challenges that should be addressed when using ML in 
developing projects [21]. Another challenge is the potential bias within ML algorithms. 
If the training data is biased, the resulting predictions and interventions may also be 
biased, perpetuating existing health disparities. Therefore, it is important to continu-
ously apply diverse and precise data and monitor ML models to decrease bias [19]. 
Ethical considerations regarding data privacy and ownership must also be addressed to 
ensure the ethical aspects of AI applications [21]. Moreover, previous studies indicate 
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that one of the main obstacles that middle- and low-income countries struggle with is 
the design and development of AI toolsets and benchmarking [30].

This study makes several significant contributions to the field of health equity assess-
ment using machine learning (ML) techniques, particularly focusing on social determi-
nants of health (SDH). The key contributions of this study include the development of 
a comprehensive framework utilizing the CRISP-ML(Q) model to systematically assess 
health equity. This framework covers all phases of machine learning (ML) development, 
from project formulation to monitoring and maintenance, ensuring quality and stabil-
ity throughout the process. Our study identified crucial social determinants of health 
(SDH) that significantly influence life expectancy. By employing various ML algorithms, 
including Linear Discriminant, Logistic Regression, and Bayesian Network for classi-
fication and CHAID, Regression, and Generalized Linear, we demonstrated the effec-
tiveness of these models in predicting health outcomes with high accuracy. A pilot 
implementation of the proposed framework was conducted, focusing on life expectancy 
as a health outcome. The results from this pilot study validated the feasibility and effec-
tiveness of using ML algorithms in health equity assessment, providing a practical exam-
ple for future applications. We highlighted the importance of algorithmic fairness in ML 
applications for health equity, discussing the necessity of resampling or stratification to 
achieve fair predictions across diverse populations and addressing potential biases in the 
data and models. The findings of this study offer valuable insights for policymakers and 
healthcare providers. By integrating ML tools into health systems, countries can better 
prioritize and address health inequities, ultimately promoting a more equitable society. 
We provided strategic recommendations for developing the necessary infrastructure and 
regulatory frameworks to support the responsible use of AI in health equity assessments.

Conclusion
This study proposed a framework for assessing health equity using machine learning 
(ML) techniques, emphasizing the social determinants of health (SDH). The pilot study 
has demonstrated the potential of ML models, particularly the Linear Discriminant algo-
rithm, in predicting life expectancy based on SDH. The Linear Discriminant and CHAID 
algorithms were selected as the best models due to their high accuracy and low error, 
strong performance in identifying key features, and good generalizability.

Agenda-setting to address health equity requires robust infrastructure and strategic 
prioritization. AI techniques and ML analysis offer promising solutions to address health 
inequities and reduce inequality, particularly in developing countries. The results sug-
gest that AI systems can be designed to track equity and help the health system achieve 
its objectives. Overall, AI has the potential to analyze health equity and further global 
health goals.

The findings of this study underscore the necessity of developing the conditions for the 
effective use of ML tools. Therefore, comprehensive data sources, ensuring data quality, 
and establishing regulatory frameworks should be considered to support the responsible 
use of AI in health equity assessments. The presented pilot model of this study is a pre-
liminary example of the applications of ML in addressing health inequities.

This theoretical insight calls for a paradigm shift in approaching health equity, pro-
moting advanced technologies to inform and enhance public health strategies. The 
development and deployment of ML models should be prioritized as part of the agenda 
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for reducing health inequities. This includes creating the necessary infrastructure and 
regulatory frameworks to support the effective use of AI in health equity assessments.

This study has several limitations that should be addressed in future research. Firstly, 
it was conducted within a specific period and utilized a limited number of data sources, 
which may not fully capture the variability and complexity of social determinants of 
health (SDH) over time. Future research should consider more comprehensive and 
diverse datasets, including longitudinal data, to provide more generalizable results. 
Secondly, although there are many machine learning (ML) models available, this study 
focused on a limited number of algorithms. Future studies should incorporate a broader 
range of ML models, including ensemble methods and deep learning techniques, to 
explore their potential in health equity assessment.

Additionally, the potential biases in the data and ML models were not extensively 
discussed. Biases in data collection and algorithmic processing can lead to skewed 
results and reinforce existing health inequities. Future research should deploy strate-
gies to identify and mitigate these biases, such as using bias detection tools, applying 
fairness-aware ML algorithms, and ensuring diverse and representative datasets. As this 
study was designed as a pilot, the findings may not fully reflect real-world complexities. 
Future research should focus on developing and validating models in real-world settings, 
involving continuous monitoring and iterative improvements to ensure the accuracy and 
effectiveness of the models over time.

Ethical considerations, including data privacy, algorithmic transparency, and informed 
consent, are crucial for the responsible application of ML in health equity assessments. 
Future studies should establish clear ethical guidelines and frameworks to protect indi-
viduals’ rights and ensure the ethical use of AI technologies. Finally, the implementation 
of ML models for health equity requires robust infrastructure and supportive policies. 
Future research should explore the development of necessary infrastructure, such as 
data-sharing platforms and regulatory frameworks, to facilitate the effective use of ML 
in health equity assessments.
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